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Characterizing gene expression patterns of human 
and chimpanzee iPSC-CM: Experimental design



Motivating questions: Local and global trends

Sammy Thomas



Modelling time series data



1. Repeated measurements 
a. Correlation between time points: specific to individual? 
b. Patterns of change over time: linear or polynomial? Discrete or continuous?

2. Fixed versus random effect
3. Specific to our design

a. Often small number of individuals, multiple replicates per individuals, and small number of time 
points

Concerns



Fixed versus random effects: inference
● Fixed effect: the selected timepoints or conditions are fixed
● Random effect: the selected timepoints or conditions are a random subset of 

a larger population, therefore the inference can be extended beyond the 
timepoints or conditions in the current study

Are the repeated measurements a random 
subset of the developmental process?



● Random effect allows the modelling of correlation between timepoints or 
between replicates of the same individuals

Three possible correlation structures between replicates/timepoints

Fixed versus random effects: correlation

Compound symmetryUnstructured

1. Same correlation between 
all time points 

2. Parameters = 2

Autoregressive (AR1)

1. Exponential increase in 
correlation over time.

2. Parameters = 2

1. Correlations between all time 
points are different. 

2. # of parameters = t(t+1)/2 



Analysis strategy 

1. Evaluate both global and local trend
2. Start with fixed effect model, evaluate residual assumptions, add random 

effects
3. Compare mixed models: Bayesian Information Criteria (BIC)

Example: Human vs. Chimp X 3 Timepoints

All can be done in limma, except for the model comparison!



Starting model: fixed effects
Log2 expression = species + day + species X day

Global trends: significant interaction of species and day

Local trends: contrast test



Fixed effects + individual random

Human1, T1 Human1, T2 Human1, T3 Chimp1, T1 Chimp1, T2 Chimp1, T3

Human1, 
time1

1 1 1 0 0 0

Human1,
time2

1 1 1 0 0 0

Human1, time3 1 1 1 0 0 0

Chimp1,
time1

0 0 0 1 1 1

Chimp2,
time2

0 0 0 1 1 1

Chimp3,
tim3

0 0 0 1 1 1

For every gene, block matrix describes the sample relatedness



Fixed effects + time random

Human1, T1 Human1, T2 Human1, T3 Chimp1, T1 Chimp1, T2 Chimp1, T3

Human1, 
time1

1 0 0 1 0 0

Human1,
time2

0 1 0 0 1 0

Human1, time3 0 0 1 0 0 1

Chimp1,
time1

1 0 0 1 0 0

Chimp2,
time2

0 1 0 0 1 0

Chimp3,
tim3

0 0 1 0 0 1

For every gene, block matrix describes the sample relatedness



Model selection

● Evaluate residuals: are the residuals correlated with predictor 
variable, such as time?

● Model fitness criteria such as Bayesian Information Criteria



Pipeline for fitting models 
Example data: time series RNA-seq data from yeast (Leong et al 2014)

library(“fission”) on Bioconductor

Strain Time points (minutes) Biological replicates

WT and del of aft1 0, 15, 30, 60, 120, 180 3/strain



Processing 

2 models:

1) Log2 Expression = Strain + Time + Strain*Time
2) Log2 Expression = Strain + Time + Strain*Time + Individual (random)



Fixed effect model 
1) Design matrix 

design_all <- model.matrix(~ strain + minute + strain*minute, data = strains)

2) Voom for gene expression

3) LMfit

4) Diagnostics



Checking for homoskedastity 

There is an assumption of linear models that the 
variance is the same for all x’s. Can check that 
there’s random scatter aka no fanning with a 
residual plot. 

Cor(residuals, values for explanatory variable)



Correlations between replicates (repeated measurements)

cpm.voom <- voom(design_all, normalize.method="none", plot=T)

corfit <- duplicateCorrelation(cpm.voom$E, design_all, block=strains$replicate)

cor = 0.08

limma assumes same correlation across genes



Re-run voom

Re-run voom with blocking and correlation specified ()

fit1 <- lmFit(cpm.voom$E, design_all, 
block=strains$replicate, correlation= 
corfit$consensus)

Modified t-statistic and degrees of freedom



Comparison of the 2 models 

No random variable

With Random Variable



The SD of the residuals in model w/o random effect > with 
random effect 
fit <- lmFit(voom_gene_expression_matrix, design_matrix)

no_random_residuals <- fit$sigma



Clustering: showing common patterns in different 
genes
Cormotif 

Blischak et al. 2015



Summary

● Assess global and local trends in time series experiments
● Use limma to perform significant testing and diagnostics
● Visualize change patterns across time



How to pick a covariance structure?


